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Abstract— Now-a-days, image compression techniques are very common in a wide area of researches in terms of lossless and lossy
compression. Image compression can also play an impact role in video or motion estimation techniques.  Motion estimation (ME) is an
essential part of any video processing system of determining motion vectors that are representing the transition or motion of objects in
successive video frames as store in images. It is use to find its applications in two main areas: reduction of temporal redundancy in video
coders and representation of true motion of objects in real-time video applications.  In this research paper, the block size of 16 and 64 has
been used to compute for part A and part B, so then the analysis of performance metrics. In part A, read an image of 256X256 in any jpg or
gif format. Furthermore, Lossless Huffman using K-Means algorithm of block size of both 16 and 64 and choose codebook size of 50 in part
A. In part B, record voice video of 128X128 with at least one moving object in any video format such as .wmv, .avi, etc. file with reasonable
brightness and contrast using 30 frames/second and convert those video frames into images by RGB to intensity format, applying median
filter by using selected motion estimation algorithm via MATLAB implementation. Then, in this research paper, 3-level HBMA algorithm over
EBMA for two second voice video is used.  Take the anchor and the tracked frames of 2 second voice video are each represented by a
pyramid, and the EBMA or one of its variants is employed to estimate motion vectors of blocks in each level of the pyramid. Different
frames of image for 3 different videos like 1st, middle, last frame, etc. are used as a original image and motion vector image during this
algorithm. Quiver displays velocity vectors as arrows for motion estimation for the videos in that frame of image in this research paper.
Moreover, display the original video, motion vector video, threshold video and their results. Also did analysis to compute 1st frame and last
frame of the 2 second original video, and first frame and middle frame of the 2 second motion vector video by RGB to intensity format.
Compute MSE between the original and the result. Therefore, other evaluation metrics used such as PSNR and MAD for 3-level HBMA
over EBMA of block sizes of 16 and 64 via MATLAB implementation. Furthermore, investigate the analysis of performance metrics for part
A and part B to be used in this research paper. Finally, there will be a change in MAD and MSE will be decreased when taking larger block
size like of 64 in the context lossless Huffman coding for image compression using K-Means algorithm and Video estimation technique via
HBMA over EBMA algorithm.

Index Terms— Huffman, K-Means, Motion Estimation, HBMA, EBMA

—————————— ——————————

1 INTRODUCTION

1.1 Huffman coding:
Huffman coding is a lossless image compression technique
applied using K-Means algorithm for 2 different scenarios in
this research paper.

1.2 K-Means algorithm:
K-Means Algorithm is the Clustering algorithm that follows a
simple way to classify a given data set through a certain num-
ber of  clusters.   The main idea behind K-Means Algorithm is
to  define  ‘K’  centroids  in  K-Means  algorithm,  one  for  each
cluster.   These  centroids  should  be  placed  in  the  best  way,so
they are much as possible far away from each other.  One of
the disadvantages of K-Means Algorithm is to ignore meas-
urement errors, or uncertainty, associated with the data and it
is also known as Error based Clustering.

Quantization is the process of limiting real numbers to dis-
crete integer values. Vector quantization is a lossy compres-
sion technique based on block coding. It maps a vector to a

codeword drawn from a predesigned codebook with the goal
of minimizing distortion. K-Means is an unsupervised ma-
chine learning technique. The basic idea of the K-means clus-
ter  is  to place N data points  in an l-dimensional  space into K
clusters.

1.3 Motion Estimation
Motion estimation is the process of determining motion vec-
tors that describe the transformation from one 2D image to
another; usually from adjacent frames in a video sequence. In
order to evaluate the performance of video compression cod-
ing [9], in motion estimation, it is necessary to define a meas-
ure  to  compare  the  original  video  and  the  video  after  com-
pressed.

The output of the motion-estimation algorithm comprises
the motion vector for each block, and the pixel value differ-
ences between the blocks in the current frame and the
“matched” blocks in the reference frame.

The major aspects of motion estimation techniques are to (i)
reduced computational complexity (ii) Good visual quality in
terms of representation of true motion (iii) High compression

1097

IJSER



International Journal of Scientific & Engineering Research Volume 6, Issue 9, September-2015
ISSN 2229-5518

IJSER © 2015
http://www.ijser.org

ratio.  In contrast, computational complexity of a motion esti-
mation technique can be determined by three factors which
are as:
(a) Search algorithm that decides the overall computational
complexity and accuracy of motion estimation
(b) Search area is a area that the span of search window to find
the best match
(c) Cost function is the function for different cost metrics to
find the best match.

2 BLOCK DIAGRAM OF 3-LEVEL HBMA

2.1 Main block diagram
This is the main block diagram used for block size of 16 and 64
to compute Part A and Part B and then the analysis of perfor-
mance metrics in this research. However, Part A and Part B
have been split with its own block diagram to do image block
size of 16 and 64 in figure 1.

Figure 1: Main block diagram

2.2 Part A block diagram
(a) In Part (A) block diagram, read an image size of 256X256 in
jpg or gif format.
(b) Then, choose the block size either 16 or 64 and also choose
codebook size of 50 in one of the two scenarios.
(c)  K-Means  algorithm  is  applied  based  on  block  and  code-
book size for Huffman coding. Follow, steps of K-Means algo-
rithms and the process of Huffman coding will be implement-
ed using this algorithm.
(d) Lastly, compute the performance metrics as in figure 2.

Figure 2 Part (A) Block Diagram

2.3 3-level HBMA Block Diagram explanation
• We acquire  and  record  two  second  voice  video  with
at least one moving object in any video format such as .wmv,
.avi, etc file with reasonable brightness and contrast using 30
frames/second. (In this research paper,  .avi format is used).

•  Then, read this 2 second acquired video using
“MATLAB”.
• Convert the image from RGB to intensity format.

 hcsc=vision.ColorSpaceConverter;
 hcsc.Conversion = 'RGB to intensity';
 image1 = step(hcsc, im-

resize(frame2im(mov1(1,kk)),[128 128]));
• Estimate  the  direction  and  speed  of  object  motion  from
one video frame to another using  3-level Hierarchical Block
Matching Algorithm (HBMA).
• Calculate the overall and running mean of the velocities.
• Create a 2-D median filter and filter out slight speckle
noise

 image1 = medfilt2(step(hcsc, im-
resize(frame2im(mov1(1,kk)),[128 128])));
•    Appling 3 level hierarchical block matching algo-
rithm, the anchor and the tracked frames are each represented
by  a  pyramid,  and  the  EBMA  or  one  of  its  variants  is  em-
ployed to estimate motion vectors of blocks in each level of the
pyramid.
•   Display the original video, motion vector video,
threshold video and the results
•  Compute MSE between the original and the result.
• Using other evaluation metrics such as PSNR and
MAD for 3-level HBMA.

Figure 3 Part (B) Block Diagram

3 METHODOLOGY AND SELECTION OF DESIGN
FACTORS

The methodology and design factors are discussed in two
parts such as Part A and Part B based on main block diagram
in figure 1.

3.1 Part A

3.1.1 Huffman coding using K-Means algorithm based
on block size and codebook

Step 1: Read my image with it equal dimensions such as
256X256 in this research.
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Step 2: Initialization of the size of block ‘M’ and size of code-
book ‘N’ for two scenarios (block size of 16 and 64 and choose
codebook size of 50).
Step 3: Huffman coding to quantizing K- Mean clustering for
an image
There are 4 cases to use K-Mean Algorithm, which are as:
 (a) Initialize a set of training vectors with any variable as ‘X’
and we need a codebook of size N as in this case.
(b) Second case is to randomly choose M dimensional or block
vectors as the initial set of code words in the codebook.
(c) Third case is to search for nearest neighbor for each train-
ing vector.  This will allow finding the codeword in the cur-
rent codebook which seems to be closest in terms of spectral
distance and assign that vector to the corresponding cell.
(d) Finally update the Centroid for the code word in each cell
using the training vectors assigned to that cell.   In this case 4,
repeat case second and third again and again until the proce-
dure converges or Average distance falls below a preset
threshold.

3.1.2 The Quad tree decomposition
This approach divides a square image into four equal sized
square blocks, and then tests each block to see if meets some
criterion of homogeneity. If a block size meets the criterion it is
not divided any further, and the test criterion is applied to
those blocks. This process is repeated iteratively until each
block meets the criterion.

3.1.3 Huffman Encoding
The Huffman encoding starts by constructing a list of all the
alphabet symbols in descending order of their probabilities. It
then constructs, from the bottom up, a binary tree with a sym-
bol at every leaf. This is done in steps, where at each step two
symbols with the smallest probabilities are selected, added to
the top of the partial tree, deleted from the list, and replaced
with an auxiliary symbol representing the two original sym-
bols [22]. When the list is reduced to just one auxiliary symbol
(representing the entire alphabet), the tree is complete. The
tree is then traversed to determine the code words of the sym-
bols.

3.1.4 Huffman Decoding
Before starting the compression of a data file, the encoder has
to determine the codes. It does that based on the probabilities
of frequencies of occurrence of the symbols. The probabilities
or frequencies have to be written, as side information, on the
output, so that any Huffman decoder will be able to decom-
press the data. This is easy, because the frequencies are inte-
gers and the probabilities can be written as scaled integers. It
normally adds just a few hundred bytes to the output. It is also
possible to write the variable-length codes themselves on the
output, but this may  be awkward, because the codes have
different sizes. It is also possible to write the Huffman tree on
the output [21], but this may require more space than just the
frequencies. In any case, the decoder must know what is at the
start of the compressed file, read it, and construct the Huffman
tree for the alphabet. Only then can it read and decode the rest
of its input. The algorithm for decoding is simple. Start at the
root and read the first bit off the input (the compressed file). If

it is zero, follow the bottom edge of the tree; if it is one, follow
the top edge. Read the next bit and move another edge toward
the leaves of the tree. When the decoder arrives at a leaf, it
finds there the original, uncompressed symbol, and that code
is emitted by the decoder. The process starts again at the root
with the next bit.

3.2 Part B

3.2.1 Motion Estimation Algorithms:
The algorithms for finding motion vectors can be categorized
into two methods such as pixel based methods known as "Di-
rect" and feature based methods known as "Indirect". The di-
rect methods are the following:

Block Matching Algorithms (BMA):- One of the fa-
mous techniques for motion estimation is the Block Matching
Algorithm (BMA). Block-matching motion estimation is an
important part for any motion compensated video coding
standards such as ISO/IEC MPEG and ITUT [15]. It reduces
the temporal redundancy, which is found predominantly in
any video sequence. The frame is divided into non-overlapped
macro blocks (MBs) of size N×N that are then compared with
corresponding macro block (MB) and its adjacent neighbors in
the reference frame to create a vector that stipulates the
movement of a macro block from one location to another in
the reference frame [16], i.e. finding matching macro block of
the same size N×N in the search area in the reference frame.  It
is a way of locating matching blocks in a sequence of digital
video frames for the purposes of motion estimation. The goal
of a block matching algorithm is to find a matching block from
a frame  in some other frame j,  which may appear before or
after i. However, it can be used to discover temporal redun-
dancy in the video sequence, increasing the effectiveness of
inter frame video compression and television standards con-
version. Hence, block matching algorithms make use of crite-
ria to determine whether if a given block in frame j matches
the search block in frame i.

(a)Phase correlation and Frequency domain methods.
(b)Pixel recursive algorithms
Recently, some search algorithms were proposed for fast

motion estimation based on the assumption that most of the
objects’ motions are zero or relatively small [6-7]. Moreover,
sequences of ordered images allow the estimation of motion as
either instantaneous image velocities or discrete image dis-
placements. Fortunately, this method tries to calculate the mo-
tion between two image frames which are taken at times t and

 at every voxel position. In fact, for a 2D dimensional
case (3D or n-D cases are similar) a voxel at location
with intensity  will  have  moved  by , ,
and  between the two image frames, and the following
Image Constraint equation can be given as

(1)
If we assume the movement to be small, the image con-

straint at  with Taylor series can be developed to
get:
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(2)
From these two equations it follows that:

Or

(3)
results in

(4)
From equation (4), where  are the  and

components of the velocity or optical flow of

and , , and  are the derivatives of the image at

 in the corresponding directions. , , and

can be written for the derivatives in the following way.
Thus:

Or

(5)
Equation 5 is in two unknowns and cannot be solved as

such. This phenomenon also called as Aperture Problem of
the optical flow algorithms. Hence, finding the optical flow,
another  set  of  equations  is  needed  which  is  to  be  given  by
some additional constraint.

Motion compensation prediction assumes that the current
frame can be locally modeled as a translation of the frames in
the previous time. In order to get motion compensation, the
motion of the moving objects has to be estimated first is called
as Motion Estimation (ME). ME module is usually the most
computationally intensive part (50-80% of the entire system) in
a video encoder [12-13]. During block matching, each target
block of the current frame is compared with a previous frame
in order to find the best matching block. Block-matching algo-
rithms calculate the best match using the Mean Absolute Dif-
ference (MAD) or Sum of Absolute Differences (SAD) [4]. For
direct methods several evaluation metrics or optimization
techniques are used.

Mean squared error (MSE)
Sum of absolute differences (SAD)
Mean absolute difference (MAD)
Sum of squared errors (SSE)
Sum of absolute transformed differences (SATD)
Peak Signal to Noise Ratio (PSNR)

However, in this research paper, MSE, MAD, and PSNR is
used as evaluation metric.

3.2.2 Exhaustive Block Matching Algorithm:
In this research paper, Hierarchical block matching algorithm
is used over Exhaustive block matching algorithm, where the
goal of motion estimation (ME) is to minimize the total bits
used for coding the motion vectors (MVs) and the prediction
errors, however; producing a motion-compensated prediction
of  a  frame  which  is  coded  from  a  previous  reference  frame.
All ME algorithms are based on temporal changes related to
image intensities.  At time t a point in an image (x, y) is moved
to (x + dx, y + dy) at time t + dt,. Therefore equation (6) is as

tyxdtdydx tyx ,,,, (6)
If we suppose that dt is small, the equation 6 changes to

0
t

v
y

v
x yx

(7)
where (vx,  vy) represents the velocity vector. When applying
ME between two frames, 1,, tyx  is  considered  to  be  the
Anchor frame (Reference frame) and 2,, tyx  is considered
to be the Target frame shown in figure 6.  The anchor frame
can be either before or after the target frame in time but
when 21 tt , the problem is referred to as forward ME (which
is implemented in this research) and when 21 tt , it is re-
ferred to as backward ME.

Figure 4: Illustration of backward and forward ME

To reduce complexity of ME, a fixed partition of the image
domain is made into many small blocks.  The motion variation
within each block can be characterized by a simple model and
each block’s motion parameters can be independently estimat-
ed.   This is known as block-based algorithm.  The most popu-
lar criterion for Block-Matching Algorithm (BMA) is the sum
of the differences between luminance values of every pair of
corresponding points between the anchor frame 1  and the
target frame 2 .   The goal is to minimize the displaced frame
difference (DFD) error and this is done using the mean abso-
lute difference (MAD) equation such as

x
xaxw 12 ;aEDFD

(8)
" " is the set of all pixels in 1 .  When given a block in the

anchor frame, the goal is to determine a matching block in the
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target frame which minimizes the DFD error.  The motion vec-
tor of a block is the displacement vector dm between the spatial
positions of the two blocks that changes from equation (8) to

mB
mmmE

x
xdxd 12 (9)

where  Bm is  a  block  in  the  anchor  frame.   In  this  research
paper, the Exhaustive BMA (EBMA) for three levels HBMA
uses an exhaustive search to determine the dm that minimizes
this  error.   The  search  region  of  EBMA is  usually  symmetric
with respect to the current block and the estimation accuracy
is determined by the search step size.  In our case, the step size
is one pixel which is known as integer-pel accuracy search.
When using integer-pel EBMA, it is noted that the overall
computational load is independent of the block size and the
total number of operations for a complete frame is

22 12RM  where M and R are the image size (when image
size is square) and search range respectively.  Finally, I also
analyzed using EBMA for my 3 level HBMA algorithm that
this procedure is computationally expensive for larger images.
An image may include fast-motion and slow-motion objects
simultaneously. Recently, some search algorithms were pro-
posed for fast motion estimation based on the assumption that
most of the objects’ motions are zero or relatively small [6][7].

Given a macro block in the anchor block Bm, the motion es-
timation  is  to  determine  a  matching  block  Bm in the target
frame such that the error D(s, t) between the two blocks is
minimizes. The most straight forward method is the exhaus-
tive block-matching algorithm (EBMA). The procedure of
EBMA [5] is shown in figure 5; we can know that how EBMA
search procedure applied for my 3 level HBMA research pa-
per.

Figure 5: EBMA search procedure

3.2.2.1 Pros and Cons of EBMA:
(1)Blocking effect (discontinuity across block boundary) in the
predicted image because the block-wise translation model is
not accurate
(2) In EBMA, motion field somewhat chaotic because MVs are
estimated independently from block to block. To fix, Mesh-
based motion estimation to be used and imposing smoothness
constraint explicitly
(3) Wrong MV in the flat region because motion is indetermi-
nate when spatial gradient is near zero.

3.2.3 Hierarchical Block Matching Algorithm (HBMA):
Hierarchical estimation of the motion vector field also known
as pyramid search is a widely applied approach to motion
estimation. It offers low computational complexity and high
efficiency, plus a large degree of flexibility in the trade-off be-
tween the two. The hierarchical algorithm is a newer, both fast
and efficient approach. Methods in this category explore the
correlation between different resolution levels of representa-
tion of the same frame. In hierarchical methods, the frame size
at different resolution levels is identical to each other, while
the MB size varies, with lower level having larger MB size. It
is assumed that larger MB’s MV in the lower level can be used
as a good prediction of  the MVs of  the smaller  MBs (covered
by the corresponding larger MB) in the higher level. However,
this assumption often mismatches the actual situation, and
consequently could lead to poor performance [18]. The idea of
HBMA or Multi-Resolution scheme is based on predicting an
initial estimate at the coarse level and refining the estimate at
the fine level. Usually two- or three-level hierarchical search is
adopted. The search range at the fine level is much smaller
than the original search range. More levels can save more
computation, but the probability of being trapped in local
minimum is higher because when the image is scaled down,
the detailed textures will be lost. In fact, the Multi-Resolution
technique has been regarded as one of the most efficient
methods in BMA and is mostly adopted in applications with
very large frames and search areas [17, 18]. However, since the
characteristics of such a block generally depend on many fac-
tors, it is very difficult to model the blocks accurately using
analytic methods [11]. In hierarchical estimation, both frames
undergo a process of size and resolution reduction. Several
levels are constructed, each containing the same image as the
previous level, having both dimensions reduced by a certain
factor (usually 2). The result is a pyramid, where the lowest
level is the initial image, and each level above it is the same
image at ¼ of its size as shown in figure 6.

Figure 6:  HBMA (pyramid) structure of an image

In order to create a lower resolution image from the initial
one, two approaches can be used such as the mean intensity or
sub-sampling.
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(10)
where gL(p,q) is the pixel intensity of pixel (p,q) of the Lth

level, and g0(p,q) denotes pixel (p,q) of the original image.
For the mean intensity approach, each block of (usually)

four pixels is replaced by one, having their mean intensity.
Sub-sampling is another popular approach for reducing an
image’s size. During sub-sampling, each block of pixels is re-
placed by only one of them (e.g. the upper leftmost). This ap-
proach yields lower quality results than the mean intensity
method, but is significantly faster.

After  the  pyramid  has  been  created  for  both  images,  the
corresponding higher-level block is located, for each 0-level
block of the first frame. A full search then takes place in the
higher level of the second frame. This means that a search
window is defined in the second frame, and, for each block in
the first frame all candidate motion vectors are evaluated. This
is achieved by comparing all the blocks in the search window
to the block in the first frame whose vector is sought. Tradi-
tional regional matching algorithm cannot get satisfactory re-
sults in region of low texture [10] because the object function
has  multi-minimum in  this  region.  Even  some  optimal  meth-
ods such as adaptive windows, multiple windows and varia-
ble windows were proposed, it is still not practical because the
calculation  and  selection  of  the  window  is  too  time-
consuming. So the “foreground fattening” phenomenon [8] in
the traditional local matching methods is avoided even that
the window size is considerable large.

A common problem that arises in hierarchical search is that
an erroneous match in the higher level is almost always prop-
agated to the lower levels, and is bound to result in an errone-
ous motion vector. This is not a rare case at all, since the low
resolution of the highest level often leads to ambiguity. That
is, a number of candidate blocks will have similar Block Dis-
tance Measure (BDM) values, and the one being actually
matched will be slightly better than the others in the higher
level, but not necessarily better at level 0. To prevent this, it is
possible to propagate more than one vector down to level 1. If
a number of blocks with similar BDMs appear at the highest
level, all of them can be refined for every lower level and the
best one selected among them. The increase in computational
cost is small compared to the increase in the quality of the re-
sults.

3.2.3.1 HBMA Implementation:
Using EBMA to derive motion vectors requires of an extreme-
ly large computations.  In addition, the estimated block mo-
tion vectors often lead to a chaotic motion field.  In 3 level hi-
erarchical block matching algorithm research paper, the an-
chor and the tracked frames are each represented by a pyra-
mid, and the EBMA or one of its variants is employed to esti-
mate motion vectors of blocks in each level of the pyramid.
Figure 8 as going from level2 pass through the low pass filter
and down sampling by factor 2 and then do motion estima-
tion. However, it searches for motion vector of block success-
fully in level0. By looking figure 6, it illustrates the process
when the spatial resolution is reduced by half both horizontal-

ly and vertically at each increasing level of pyramid. In fact,
we assume that the same block size is used at different levels,
so that the number of blocks is reduced by half in each dimen-
sion as well. HBMA implementation steps can be explained
from the below figure 6 and figure 7:

Figure 6 shows two video frames of size 32 X 32, in
which  a  gray  block  in  the  anchor  frame  is  moved  by  a  dis-
placement of (13,11).

The block size used at each level is 4 X 4, and a search
step size is 1 pixel.

Starting from level 1, for block (0,0), the motion vector
is found to be d1,0,0 = d1 = (3,3).

When going to level 2, for block (0,1), it is initially as-
signed the motion vector d2,0,1 = u(d1,0,0) = 2d1 = (6,6).

Starting with this initial motion vector, the correction
vector is found to be q2 = (1,-1), leading to the final estimated
MV (d2,0,1) = d2 = (7,5).

Finally at level 3, block (1,2) is initially assigned a mo-
tion vector of d3,1,2 =u(d2,0,1 )=2d2 =(14,10).

With a correction vector of q3 = (-1,1), the final esti-
mate is d3,1,2 = d3 = (13,11).

Figure 7: Illustration of Hierarchical Block Matching Algorithm

Figure 8: Example of using a 3 - level HBMA block based motion
estimation

The number of operations involved in the HBMA depends
on the search range at each level. If the desired search range is
R in the finest resolution, with a L- level pyramid, and frame
size of M X M, then the number of operations required is ap-
proximately,
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1/3*4 -(L-2)*4M2R2 . (11)

3.2.3.2 Application:
(1) The hierarchical motion field estimation offers high quality
results, at a very low computational cost, and the large num-
ber of parameters to be specified, (block size, number of levels,
scaling factor).
(2) Many variations make it one of the most widely used algo-
rithm for a wide range of applications besides motion estima-
tion, including video coding and stereo vision.

3.2.3.3 Computational Requirement of HBMA
The computation requirement of HBMA is based on such as
(1)Assumption such as image size of MXM, block size of NXN
at every level "L" and search range.
(2) Operation counts for EBMA of image size "M", block size
"N" and search range "R" and # of operations such as
M2=(2R+1)2

(3) Saving factors such as 3*4(L-2)=3 when L=2;  12 when (L=3)

3.2.4 Quiver
A quiver plot displays velocity vectors as arrows with com-

ponents (u,v) at the points (x,y). For example, the first vector is
defined by components u(1),v(1) and is displayed at the point
x(1),y(1). In MATLAB, quiver(x,y,u,v) plots vectors as arrows
at the coordinates specified in each corresponding pair of ele-
ments in x and y.

3.3 Performance Metrics for lossless Huffman coding
using K-Means algorithm

There are following performance metrics used for image com-
pression of original and reconstructed image such as

(a) Bit Rate:
Bit Rate is defined as

Bit Rate= Number of bits to index a vector
                 Number of samples in a vector
Bit Rate = log2N (12)

(M*M)
The units for Bit Rate is bits/pixel.

(b) Compression Ratio:
Compression Ratio is defined as:
Compression Ratio=       Original Bit Rate (13)

New Bit Rate
   Compression Ratio is Unit-less.

(c) SNR:
SNR (Signal-To-Noise Ratio) is defined as
SNR =  10log10*( ni=0 Xi2) (14)
                 ( ni=0 (Yi - Xi)2)

(d) MSE:
The Mean Square Error (MSE) is the error metric used to com-
pare image quality. The MSE represents the cumulative
squared error between the reconstructed(Yi) and the original
image(Xi). MSE is a risk function corresponding to the ex-
pected value of the squared error loss or quadratic loss. Mean
Square Error (MSE) is given by

MSE =  sum(sum((Yi - Xi)2)) (15)
(M * N)

(e) PSNR
Peak Signal-to-Noise Ratio short as PSNR, is an engineering
term for the ratio between the maximum possible power of a
signal and the power of corrupting noise that affects the fideli-
ty of its MSE representation. PSNR is usually expressed in
terms of the logarithmic decibel scale.
PSNR = 10*log10(2562) (16)
                              MSE

(f) Entropy
Entropy can be defined as the average number of binary sym-
bols needed to encode the output of the source. So, entropy is

(17)

(g)Average Length
Average Length is the summation of each probability multi-
plied by number of bits in the code-word. The code-word for
each symbol is obtained traversing the binary tree from its
root to the leaf corresponding to the symbol. Symbols with the
highest frequencies end up at the top of the tree, and result in
the shortest codes [23]. The average length of the code is given
by the average of the product of probability of the symbol and
number of bits used to encode it. More information can found
in [24] [25].
Average length=L=  P(ai) n(ai) (18)

4 EXPERIMENTAL PROCEDURE AND RESULTS:
Huffman coding using K-Means algorithm in order to com-
pute block size of 16 and 64 in this section. The original image
is as

Original Image

Figure 9: Original image

Size of Block: 16 and Size of Codebook: 50
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Reconstructed Image

Figure 10: Compressed image

Quadt ree Decomposition

Figure 11: Quadtree Decomposition
Decompressed Image

Figure 12: Decompressed image

Size of Block: 64 and Size of Codebook: 50

Reconstructed Image

Figure 13: Compressed image
Quadtree Decomposition

Figure 14: Quadtree Decomposition

Decompressed Image

Figure 15: Decompressed image

The videos used in this research paper are shark.avi,
car.avi, and wildlife2.avi. We can choose different levels of
hierarchy. In this method, the precision of our estimation is
increased in a hierarchical manner by first estimating the mo-
tion vectors for the lowest precision and in the next hierar-
chical level improve our estimation by computation of the mo-
tion  vectors  with  the  precision  of  this  level  and  adding  the
estimated motion vectors to the vectors obtained from the last
level.  At the decoder, the received motion vector and the resi-
dues will be utilized to find the corresponding block from fig-
ures A-F and uses the residues to reconstruct the block
[19][20]. From the highest level we make our computations
with half-pel accuracy in order to increase the precision. For
shark.avi and car.avi, there are a total of 61 frames in two sec-
ond video. The experiment is done for both shark.avi and
car.avi. For wildlife2.avi, there are 69 frames approximately to
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two seconds. Here is my display of my Shark,avi 2 second
video in figure 16.

(a) Shark.avi video

Figure 16: Shark.avi video for 2 second

Applying 3-level HBMA algorithm for shark.avi video passing
through the low pass filter and down-sampling by factor 2,
and then applying motion estimation block of vectors using
EBMA. At the 3 level, it find its search as shown in figure 17.

HBMA Motion Estimation with R = 1,Nb = 8,Levels = 3,(A) - (C) - Anchor frame ,(D) - (F) Target Frame

C

F

B

E

A

D

Figure 17: HBMA for shark.avi when No of blocks=8

HBMA motion estimation with R = 1, No of blocks = 8, Levels
= 3, (A) - (C) - Anchor frame (D) - (F) Target Frame as shown
in figure 17 for shark.avi video
Figure 18 shows the Target frame and the estimated frame.
The difference/error between these two frames to be shown;
when number of blocks is 8.

(A) Target frame,  (B) Estimated frame,  ( C) Error between the two frames,  (D)Quivver for Motion Estimation Video

(A) Target Frame

0 2 4 6 8 10 12 14 16 18
0

2

4

6

8

10

12

14

16

(D) Quivver for Motion Extimation Image

(B) Estimated Frame

(C) Error between the two frames.

Figure 18: Target and Estimated frame when No of blocks=8

HBMA motion estimation with R = 1, Nb = 16, Levels = 3, (A) -
(C) - Anchor frame (D) - (F) Target Frame as shown in figure
19.

Figure 19: HBMA for shark.avi when No of blocks=16

Figure 20 shows the target frame, estimated frame and the
error for a block size of 16.

Figure 20: Target and Estimated frame when No of blocks=16
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HBMA motion estimation with R = 1, Nb =64, Levels = 3, (A) -
(C) - Anchor frame (D) - (F) Target Frame as shown in figure
21.

Figure 21: HBMA for shark.avi when No of blocks=64

Figure 22 shows the target frame, estimated frame and the
error for a block size of 64.

Figure 22: Target and Estimated frame when No of blocks=64

2nd video such as car.avi

HBMA motion estimation with R = 1, No of blocks = 8, Levels
= 3, (A) - (C) - Anchor frame (D) - (F) Target Frame as shown
in figure 23 for car.avi video

Figure 23: HBMA for car.avi when No of blocks=8

Figure 24 shows the Target frame and the estimated frame.
The difference/error between these two frames are shown
when number of blocks is 8.

Figure 24: Target and Estimated frame when No of blocks=8

HBMA motion estimation with R = 1, No of blocks = 16, Levels
= 3, (A) - (C) - Anchor frame (D) - (F) Target Frame as shown
in figure 25 for car.avi video
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Figure 25: HBMA for car.avi when No of blocks=16

Figure 26 shows the Target frame and the estimated frame.
The difference/ error between these two frames are also shown
when number of blocks is 16.

Figure 26: Target and Estimated frame when No of blocks=16

Wildlife.avi 20th frame motion vector is as

Figure 27 shows the motion vectors in blue arrow for the ob-
ject moving in the motion vector video for 20th frame.

Figure 27: Wildlife2.avi motion vector for 20th frame

Figure 28 shows the original video for 20th frame.

Figure 28: Wildlife2.avi original video frame 20

Figure 29 shows the original video for 30th frame.

Figure 29: Wildlife2.avi original video frame 30

5 TECHNICAL ANALYSIS

5.1 1st and last frame for original image and 1st and
middle frame for motion vector image of 2 different
2 second videos(shark.avi and car.avi)

(a)shark.avi video for 2 second

Figure 30 and Figure 31: RGB to Intensity format for 1st and
last frame (61) of Original video

Figure 30: RGB to Intensity format for 1st frame of Original video
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Figure 31: RGB to Intensity format for last frame (61) of Original vid-
eo

Figure 32 and Figure 33: for 1st and middle frames (31) of blue
arrows of object moving in motion vector video

Figure 32: 1st frame of motion vector video

Figure 33: Middle frames (31) of motion vector video

(b)car.avi for 2 second video
Figure 34 and Figure 35: RGB to Intensity format for 1st and
last frame (61) of Original video

Figure 34: RGB to Intensity format for 1st frame of Original video

Figure 35: RGB to Intensity format for last frame(61) of Original video

Figure 36 and Figure 37:  1st and middle frame (31) of blue ar-
rows of object moving motion vector video for car.avi

Figure 36:  1st frame of motion vector video for car.avi
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Figure 37:  Middle frame(31) of motion vector video for car.avi

5.2 Original video, Motion vector video, Threshold
video and Resultant for 3 different 2 second videos

Figure 38, 39, 40, and 41 for shark.avi original, motion vector,
threshold and resultant video.

Figure 38 shows the Original Video image for shark.avi us-
ing the HBMA over EBMA.

Figure 38: Original Video image

In figure 39, “Yellow” dot indicates the object moving in
the motion vector video image.

Figure 39: Motion Vector Video image

In figure 40, shows the blacks spot as a threshold that tells
how much threshold it receiving from motion vector video of
figure 39.

Figure 40: Threshold Video

Figure 41 shows the resultant video image of 0(zero) objects
moving in it.

Figure 41: Resultant Video

Figure 42, 43, 44, and 45: Original, motion vector, threshold
and resultant video for car.avi

Figure 42 shows the Original Video image for car.avi using
the HBMA over EBMA and in figure 43, “Yellow” dot indi-
cates the object moving in the motion vector video image

Figure 42 and 43: Original  Video (left side), Motion Vector video
(right side)

In figure 44, shows the blacks spot as a threshold that tells
how much threshold it receiving from motion vector video of
figure 43. Figure 45 shows the resultant video image of 4(four)
objects moving in it
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Figure 44 and 45: Threshold Video (left side) and Resultant Video
(right side)

5.3 20th and 30th frame for Wildlife2.avi to computer
Original, Motion Vector, Threshold, and Resultant

Figure 46(a) represents the Original video image for 20th and
30th frame using the HBMA over EBMA.

Figure 46(b) represents the Motion Vector video image for
20th and 30th frame. “Yellow” dot indicates the object moving
in the motion vector video image

Figure 46(c) represents the Threshold video image for 20th

and 30th frame. It shows the blacks spot as a threshold that tells
how much threshold it receiving from motion vector video of
figure 35(b).

Figure 46(d) represents the Resultant video image for 20th

and 30th frame. Therefore, it shows the resultant video image
of 1(one) objects moving in it.

Figure 46(a) Original video, (b) Motion vector video, (c) Threshold
video, and (d) Resultant video of Wildlife2.avi for 20th and 30th frame

6 IMPLEMENTATION FOR EVALUATION METRICS USED
FOR 3 LEVEL HBMA ALGORITHM AND LOSSLESS
HUFFMAN CODING USING K-MEANS ALGORITHM

First table represent the results for Motion estimation using
HBMA over EBMA.
(a) Peak Signal to Noise ratio (PSNR): In order to reduce
computational complexity and try to achieve the same PSNR
fast searching algorithms have been developed. [4, 12]. It is an
expression for the ratio between the maximum possible value
power of a signal and the power of distorting noise that affects
the quality of its representation.
PSNR = 10*real(log10(n*n/mse)); where ‘n’ is the peak value
possible of any pixel in the images.
(b) MSE (Mean Squared Error) : It is arguably the most
important criterion used to evaluate the performance of a pre-
dictor or an estimator.

(19)
f represents the matrix data of our original image ‘g’ repre-
sents the matrix data of our degraded image m represents the
numbers of  rows of  pixels  of  the images and i  represents the

index of that row n represents the number of columns of pix-
els of the image and j represents the index of that column.

Therefore, Mean Absolute Difference is used in this re-
search paper
(c) MAD (Mean Absolute Difference): The mean differ-
ence is a measure of statistical dispersion equal to the average
absolute difference of two independent values drawn from a
probability distribution. A related statistic is the relative mean
difference, which is the mean difference divided by the arith-
metic mean.
For a population of size n, with a sequence of values yi, i = 1 to
n:

(20)

Motion Estimation for 3 level HBMA over EBMA using
Shark.avi using 1st and last frame based on block size of 8,

16, and 64

Table 1

Huffman coding using K-Mean algorithm based on block
size of 16 and 64

Block size=16 & 64 and Codebook size=50

Table 2

7 FUTURE SCOPE

Tremendous scope of research is going in the field of image
compression and motion estimation. In future, more parame-
ters may be added to extend the analysis of Image compres-
sion for the images using Lossless Huffman coding for K-
Means algorithm in the context of motion estimation.
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8 CONCLUSION
Motion estimation plays a very important role in motion com-
pensated coding algorithms. It’s also the most time consuming
operation in the codec system. Many research works on block-
based motion estimation algorithms were conducted to reduce
the computational cost in three ways: 1) fast search by reduc-
tion of the number of candidate blocks for matching [1][2]; 2)
fast algorithm by reduction of the computational complexity
of the matching criteria [3][6]; 3) fast algorithm by block mo-
tion field subsampling.  To improve motion estimation search
time, there has been a tremendous contribution by various
researchers and experts for the past two decades to refine
block-matching algorithms [14].

The original video, motion vector video, threshold video
and their results shows better observations in this research
paper. Original image and Motion vectors image for 3 differ-
ent videos like 1st, middle, last frame, etc. of image are used
via MATLAB implementation during this algorithm. 1st frame
and last frame of the 2 second original video, and first frame
and middle frame of the 2 second motion vector video by RGB
to intensity format were computed. MSE and other evaluation
metrics used such as PSNR and MAD for 3-level HBMA over
EBMA in this paper.

However, from the figures 41, figure 45, and 46(d), it indi-
cates that car.avi shows 2 objects moving as compare to
Shark.avi and Wildlife2.avi. In fact, analyzed from 3 tables
such car.vi shows less MSE as compare to Shark.vi and Wild-
life2.avi.

In this research paper, the analysis of lossless Huffman cod-
ing for image compression using K-Means algorithm along
with HBMA over EBMA video estimation is used for block
size of 16 and 64. In our analysis, there is not much variation
in PSNR when the block size is changed from 8, 16, and 64.
But there is a considerable change in the Mean Absolute Dif-
ference when the block size is varied. More accurate estima-
tion is obtained when the block size is increased. Furthermore,
MSE get decreased, when we take block size of 64 instead of
16 in the context of Lossless Huffman code using K-Means
algorithm and Video estimation HBMA over EBMA algo-
rithm.
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